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ABSTRACT
The Gittins scheduling policy minimizes mean response time in

the preemptive M/G/1 queue in a wide variety of settings. Most fa-

mously, Gittins is optimal when service requirements are unknown

but drawn from a known distribution. Gittins is also optimal much

more generally, adapting to any amount of available information.

However, scheduling to minimize mean response time in a multi-

server setting, specifically the central-queue M/G/k, is a much more

difficult problem.

In this work we give the first general analysis of Gittins in the

M/G/k. Specifically, we show that under extremely general condi-

tions, Gittins’s mean response time in the M/G/k is at most its mean

response time in the M/G/1 plus an 𝑂 (𝑘 log(1/(1 − 𝜌))) additive
term, where 𝜌 is the system load. A consequence of this result is that

Gittins is heavy-traffic optimal in the M/G/k if the service require-

ment distribution 𝑆 satisfies E[𝑆2 (log 𝑆)+] < ∞. This is the most

general result on minimizing mean response time in the M/G/k to

date.

To prove our results, we combine properties of the Gittins policy

and Palm calculus in a novel way. Notably, our technique overcomes

the limitations of tagged job methods used in prior scheduling

analyses.
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1 INTRODUCTION
The question of how to schedule jobs so as to minimize mean re-

sponse time is a classic question in the queueing literature. Here

the response time of a job is the time from when the job arrives

until it completes service, and the goal is to minimize the average

response time across all jobs. In the M/G/1 queue, the answer is

the Gittins policy. Gittins minimizes mean response time in a huge

variety of settings [1]. These include the case where one has perfect

information about job service requirements (sizes); the case where

one has zero information about job sizes, but one knows the distri-

bution of the job sizes; and cases where one has partial knowledge

about jobs’ sizes.

Gittins is an index policy which assigns a “rank” to each job,

where at every moment of time the job served is the one with lowest

rank. Roughy speaking, a job has low rank if it is likely to complete

soon. Note that in case where one has perfect information about

job sizes, the Gittins policy is equivalent to the Shortest-Remaining-

Processing-Time (SRPT) policy.

Unfortunately, minimizing mean response time in multiserver

systems like the M/G/k is much harder. In the case where one has

perfect information about job sizes, it was recently shown that SRPT,

which is optimal for the M/G/1, is also optimal for the M/G/k in

heavy traffic and near-optimal at all loads [3]. Here “near-optimal”

specifically means that the response time differs from optimal by

an 𝑂 (𝑘 log(1/(1 − 𝜌))) additive term, where 𝜌 < 1 is the system

load. One might therefore hope that in the case where job sizes are

not known, or not fully known, that the Gittins policy, which is

optimal for the M/G/1, is also optimal for the M/G/k.
In the full version of this work [4], we show that the Gittins policy

in the M/G/k is optimal in heavy traffic, meaning the 𝜌 → 1 limit,

and near-optimal at all loads. Here “near-optimal” again means

within an 𝑂 (𝑘 log(1/(1 − 𝜌))) additive term of optimal. We do

so by comparing the Gittins policy in the M/G/k to the Gittins

policy in the M/G/1, where it is known to be optimal. Our approach

involves applying a novel Palm calculus technique to bounding

mean response time in the M/G/k, directly relating response time to

certain quantities of steady-state work. Our Palm calculus technique

leverages key properties of the Gittins rank function which are

responsible for Gittins’ optimality in the M/G/1. In contrast, recent

prior work on analyzing scheduling in the M/G/k has focused on
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tagged-job methods [3, 5], which are not well-suited to analyzing

Gittins.

Our analysis allows us to prove Theorem 1.1, which upper-

bounds the gap between the mean response time of the Gittins

policy in the M/G/k and the M/G/1, where the server in the M/G/1

is 𝑘 times faster than the servers in the M/G/k. This is important

because the mean response time in the M/G/1 under Gittins is a

lower bound on the mean response time in the M/G/k under any

scheduling policy. In the common case where the variance of the ser-

vice requirement distribution is finite, Theorem 1.2 gives a simpler

bound on the mean response time gap. The tightness of our bound

enables us to prove in Theorem 1.3 that Gittins is heavy-traffic

optimal in the M/G/k.
Our results hold under an extremely broad job model and under

a very permissive condition on the service requirement distribution.

Both the job model and the condition on the service requirement

distribution are far broader than typically assumed [2, 3, 5].

Our extremely broad job model allows the information that is

revealed as a job runs to be very complex and general. As a basic

example, the job could reveal partial information about its service

requirement upon arrival, such as a noisy estimate of the service

requirement. Beyond that, each job could be broken into a series of

stages, with information revealed whenever a stage completes. We

even support scenarios where service requirement information is

revealed continuously over time as a job runs. In general, we allow

a job to consist of an arbitrary absorbing Markov process, revealing

information according to the evolution of the state.

The condition we require on the service requirement distribution

are also extremely general. For example, Theorem 1.1, which proves

the near-optimality of Gittins in the M/G/k, requires only that the

service requirement distribution have a finite 𝛼th moment for some

𝛼 > 1. Moreover, this condition is independent of the underlying

job Markov process.

1.1 Main Results
Our main results concern the M/G/k queue with arrival rate 𝜆 and

service requirement distribution 𝑆 . All three theorems compare a

𝑘-server system with a single-server system with the total service

capacity 1, meaning each server has speed 1/𝑘 . We denote the load

by 𝜌 = 𝜆 E[𝑆] and the mean response time in the M/G/k by E[𝑇𝑘 ].
See the full version of this work [4] for a full description of the

system model.

Theorem 1.1. For all 𝛼 > 1, if E[𝑆𝛼 ] < ∞, then the mean
response time gap between the M/G/k and M/G/1 under Gittins is at
most
E[𝑇𝑘 ] − E[𝑇1]

≤ (𝑘 − 1) E[𝑆]
(

1

𝛼 − 1

(
log

1

1 − 𝜌
+ log

E[𝑆𝛼 ]
𝛼 E[𝑆]𝛼 + 1

)
+ 4.547

)
.

Theorem 1.2. If 𝐶2

𝑆
= Var[𝑆2]/E[𝑆]2 < ∞, then the mean re-

sponse time gap between the M/G/k and M/G/1 under Gittins is at
most

E[𝑇𝑘 ] − E[𝑇1] ≤ (𝑘 − 1) E[𝑆]
(
log

1

1 − 𝜌
+ log(1 +𝐶2

𝑆 ) + 4.811

)
.

Theorem 1.3. If E[𝑆2 (log 𝑆)+] < ∞, then under Gittins,

lim

𝜌→1

E[𝑇𝑘 ]
E[𝑇1]

= 1,

so Gittins minimizes mean response time in the M/G/k in the heavy-
traffic limit.

1.2 Contributions and Outline
Our main result is Theorem 1.1, where we prove that Gittins is near-

optimal in the M/G/k. As a corollary of this result, in Theorem 1.3,

we prove that Gittins is heavy-traffic optimal for the M/G/k. Along
the way to proving these results, we make several contributions of

independent interest. The first part of our paper [4] introduces our

model.

• We lay out an extremely general job model, allowing a highly

flexible handling of the information that is revealed as a job

runs.

• We give a treatment of the Gittins policy under our highly

general job model.

The second part of our paper [4] proves our main results.

• We introduce the “Gittins game”, a framework for under-

standing the Gittins policy which we use throughout the

paper to prove crucial properties of the policy.

• We derive a new formula for mean response time in the

M/G/k in terms of the mean amount of different “relevant”

subsets of work in the system.

• We present a new decomposition law that bounds the gap

between the mean relevant work in theM/G/k and theM/G/1.

– In addition to being useful in the M/G/k, our techniques
also yield an elegant new proof of the optimality of Gittins

in the M/G/1.
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