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Scheduling policy: picks which $k$ jobs to serve
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= $T = \text{response time}$

Goal: schedule to minimize

$\text{mean response time } E[T]$
Minimizing $E[T]$
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What is **Gittins**?

\[
r_{\text{Gittins}}(a) = \inf_{b>a} \frac{\mathbb{E}[\min\{X, b\} \mid X > a]}{\mathbb{P}[X \leq b \mid X > a]}
\]

- **a.k.a. priority**
- **rank**: lower is better
- **age**
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$T_k \leq Q_1 + O(k) \cdot R_1$
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$\lim_{\rho \to 1} \frac{E[R_1]}{E[Q_1]} = 0$
Generalizing to **Gittins-\( k \)?**

- **Gittins-1**
  - Step 1:
    \[ T_k \leq_{st} Q_1 + O(k) \cdot R_1 \]
  - Step 2:
    \[ \lim_{\rho \to 1} \frac{E[R_1]}{E[Q_1]} = 0 \]

- **Gittins-\( k \)**
  - Might not be "close enough"

Heavy-traffic scaling of **Gittins-1** unknown
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Theorem:
\[
\lim_{\rho \to 1} \frac{\mathbb{E}[T_{M \text{-Gittins} - k}]}{\mathbb{E}[T_{\text{Gittins} - 1}]} = 1
\]

Step 1:
\[ T_k \leq_{st} Q_1 + O(k) \cdot R_1 \]
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\lim_{\rho \to 1} \frac{\mathbb{E}[R_1]}{\mathbb{E}[Q_1]} = 0
\]
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What is M-Gittins?

\[ r_{M-Gittins}(a) = \max_{0 \leq b \leq a} r_{Gittins}(b) \]
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Heavy-Traffic Optimality
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Theorem 1:

M-Gittins-\(k\) is heavy-traffic optimal in the M/G/\(k\), specifically

\[
\lim_{\rho \to 1} \frac{\mathbb{E}[T_{\text{M-Gittins-}k}]}{\mathbb{E}[T_{\text{Gittins-1}}]} = 1,
\]

if \(X\) is in any of the following classes:

• bounded
• “finite-variance heavy-tailed”
  \(O\text{-regularly varying with Matuszewska indices less than } -2\)
• MDA(\(\Lambda\)) with “quasi-decreasing hazard rate”, e.g. \(h(x) = \Theta(x^{-\gamma})\)

exponential, log-normal, Weibull…
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\[ T_k \leq_{st} Q_1 + O(k) \cdot R_1 \]

**Step 2:**
\[ \lim_{\rho \to 1} \frac{E[R_1]}{E[Q_1]} = 0 \]

**Theorem:**
\[ \lim_{\rho \to 1} \frac{E[T_{M-Gittins-k}]}{E[T_{Gittins-1}]} = 1 \]
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Theorem 2:

For each of Gittins and M-Gittins, if $X \in \text{OR}(-2, -1)$, then

$$\mathbb{E}[Q_1], \mathbb{E}[R_1] = \Theta\left(\log \frac{1}{1 - \rho}\right),$$

and if $X \in \text{OR}(-\infty, -2) \cup \text{MDA}(\Lambda) \cup \text{ENBUE}$, then

$$\mathbb{E}[Q_1] = \Theta\left(\frac{1}{1 - \rho} \max_{0 \leq b \leq F_e^{-1}(1 - \rho)} \mathbb{E}[X - b \mid X > b]\right),$$

$$\mathbb{E}[R_1] = o(\mathbb{E}[Q_1]).$$
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Theorem 2:

For each of Gittins and M-Gittins, if $X \in \text{OR}(-2, -1)$, then

$$E[Q_1], E[R_1] = \Theta\left(\log \frac{1}{1 - \rho}\right),$$

and if $X \in \text{OR}(-\infty, -2) \cup \text{MDA}(\Lambda) \cup \text{ENBUE}$, then

$$E[Q_1] = \Theta\left(\frac{1}{1 - \rho} \max_{0 \leq b \leq F_e^{-1}(1 - \rho)} E[X - b | X > b]\right)$$

$$E[R_1] = o(E[Q_1]).$$

Step 2
Key Building Blocks
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SRPT-\(k\) optimality
(Grosof, Scully, & Harchol-Balter, 2018)

“SOAP” analysis: \(E[Q_1] \) and \(E[R_1]\)
(Scully, Harchol-Balter & Scheller-Wolf, 2018)
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Understanding Gittins rank
(Aalto, Ayesta, & Righter, 2009, 2011)

\[
\text{Step 1: } T_k \leq_{st} Q_1 + O(k) \cdot R_1
\]

⚠️ needs \textbf{monotonicity}
Key Building Blocks

**SRPT-$$k$$ optimality**
(Grosof, Scully, & Harchol-Balter, 2018)

“SOAP” analysis: $$E[Q_1]$$ and $$E[R_1]$$
(Scully, Harchol-Balter & Scheller-Wolf, 2018)

Heavy-traffic analysis of FB in M/G/1
(Kamphorst & Zwart, 2020)

Understanding **Gittins rank**
(Aalto, Ayesta, & Righter, 2009, 2011)

Simple policy with near-optimal $$E[T_1]$$
(Scully, Harchol-Balter & Scheller-Wolf, 2020)

⚠️ **Step 1:**
$$T_k \leq_{st} Q_1 + O(k) \cdot R_1$$

⚠️ needs **monotonicity**

$$T_k \leq_{st} Q_1 + O(k) \cdot R_1$$
Key Building Blocks

**SRPT-\(k\) optimality**
(Grosof, Scully, & Harchol-Balter, 2018)

“SOAP” analysis: \(E[Q_1]\) and \(E[R_1]\)
(Scully, Harchol-Balter & Scheller-Wolf, 2018)

Heavy-traffic analysis of FB in M/G/1
(Kamphorst & Zwart, 2020)

Understanding **Gittins rank**
(Aalto, Ayesta, & Righter, 2009, 2011)

Simple policy with near-optimal \(E[T_1]\)
(Scully, Harchol-Balter & Scheller-Wolf, 2020)

\begin{align*}
\textbf{Step 1:} & \quad T_k \leq_{st} Q_1 + O(k) \cdot R_1 \\
\textbf{Step 2:} & \quad \lim_{\rho \to 1} \frac{E[R_1]}{E[Q_1]} = 0
\end{align*}

⚠️ needs **monotonicity**
Key Building Blocks

**SRPT-\( k \) optimality**
(Grosof, Scully, & Harchol-Balter, 2018)

“SOAP” analysis: \( \mathbb{E}[Q_1] \) and \( \mathbb{E}[R_1] \)
(Scully, Harchol-Balter & Scheller-Wolf, 2018)

Heavy-traffic analysis of FB in M/G/1
(Kamphorst & Zwart, 2020)

Understanding **Gittins rank**
(Aalto, Ayesta, & Righter, 2009, 2011)

Simple policy with near-optimal \( \mathbb{E}[T_1] \)
(Scully, Harchol-Balter & Scheller-Wolf, 2020)

\[ T_k \leq_{st} Q_1 + O(k) \cdot R_1 \]

\[ \lim_{\rho \to 1} \frac{\mathbb{E}[R_1]}{\mathbb{E}[Q_1]} = 0 \]
Summary

**Theorem:**

$$\lim_{\rho \to 1} \frac{\mathbb{E}[T_{M-Gittins-k}]}{\mathbb{E}[T_{Gittins-1}]} = 1$$
Summary

Theorem:
\[
\lim_{\rho \to 1} \frac{\mathbb{E}[T_{\text{M-Gittins-k}}]}{\mathbb{E}[T_{\text{Gittins-1}}]} = 1
\]

Step 1:
\[
T_k \leq_{st} Q_1 + O(k) \cdot R_1
\]

Step 2:
\[
\lim_{\rho \to 1} \frac{\mathbb{E}[R_1]}{\mathbb{E}[Q_1]} = 0
\]
Summary

Theorem:
\[
\lim_{\rho \to 1} \frac{\mathbb{E}[T_{M-Gittins-k}]}{\mathbb{E}[T_{Gittins-1}]} = 1
\]

Step 1:
\[T_k \leq_{st} Q_1 + O(k) \cdot R_1\]

Step 2:
\[
\lim_{\rho \to 1} \frac{\mathbb{E}[R_1]}{\mathbb{E}[Q_1]} = 0
\]

Characterized M/G/1 heavy-traffic scaling of Gittins and M-Gittins
Summary

Theorem:
\[
\lim_{\rho \to 1} \frac{E[T_{\text{M-Gittins-k}}]}{E[T_{\text{Gittins-1}}]} = 1
\]

Step 1:
\[T_k \leq Q_1 + O(k) \cdot R_1\]

Step 2:
\[
\lim_{\rho \to 1} \frac{E[R_1]}{E[Q_1]} = 0
\]

Characterized M/G/1 heavy-traffic scaling of Gittins and M-Gittins
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Comparison with FB
Comparison with FB

“finite variance”
Comparison with FB

“finite variance”

serves job of least age
Comparison with FB

Foreground-Background (FB)

$$E[Q_1] = \Theta\left(\frac{1}{1-\rho} \bigg/ E[X - \bar{F}_e^{-1}(1-\rho) \mid X > \bar{F}_e^{-1}(1-\rho)]\right)$$
$$E[R_1] = o(E[Q_1])$$

(Kamphorst & Zwart, 2020)

Gittins and M-Gittins

$$E[Q_1] = \Theta\left(\frac{1}{1-\rho} \bigg/ \max_{0 \leq b \leq \bar{F}_e^{-1}(1-\rho)} E[X - b \mid X > b] \right)$$
$$E[R_1] = o(E[Q_1])$$